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Abstract
In this paper we present an algorithm for depth estimation

from a monocular video sequence containing moving and

deformable objects. The method is based on a coded aper-

ture system (i.e., a conventional camera with a mask placed

on the main lens) and it takes a coded video as input to pro-

vide a sequence of dense depth maps as output. To deal with

nonrigid deformations, our work builds on the state-of-the-

art single-image depth estimation algorithm. Since single-

image depth estimation is very ill-posed, we cast the recon-

struction task as a regularized algorithm based on nonlocal-

means filtering applied to both the spatial and temporal do-

main. Our assumption is that regions with similar texture

in the same frame and in neighbouring frames are likely

to belong to the same surface. Moreover, we show how to

increase the computational efficiency of the method. The

proposed algorithm has been successfully tested on chal-

lenging real scenarios.

1 Introduction
Estimating the three-dimensional (3D) location of objects

in the scene is a crucial step for performing tasks such as

human-machine interaction, tracking, and autonomous nav-

igation. While 3D structure can be recovered by using mul-

tiple cameras or depth sensors, we investigate the use of a

single camera, which can reduce the cost of the system, and

be combined with other sensors to further improve the over-

all accuracy of depth estimation. Typical approaches based

on single cameras (e.g, optical flow), can be used to esti-

mate depth in the presence of rigid motion, but not with

general motion due to deformable or articulated objects.

Since no information about the objects and their motion is

given, we cannot rely on matching multiple frames; instead,

we use the information that is present in each single frame.

Furthermore, to make the depth estimates consistent in time

and space, we cast the depth estimation problem as a regu-

larized optimization task. In summary, this work provides

the following three main contributions: 1) It presents, to the

best of our knowledge, the first single-frame video depth

estimation algorithm, capable of handling moving and de-

formable objects; 2) It introduces a novel spatial and tempo-

ral depth smoothness constraint, based on nonlocal-means

(NLM) filtering: Pixels whose intensities match within a

certain spatial and temporal range are likely to share simi-

lar depths; 3) The proposed algorithm is robust and accurate
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Figure 1: Depth estimation with deformable objects. a)

and b) Two input frames in the video sequence; c) and d)

Relative depth maps obtained from our method.

on real videos (see Fig. 1).

2 Related Work
When a scene undergoes rigid motion, depth estimation

from a single video can be carried out in several ways. The

two most common techniques are optical flow and structure

from motion. The former technique consists of finding cor-

respondences between neighbouring frames and measuring

the difference of their position: The shift is related to the

depth of the scene only when the camera is moving and the

scene is rigid [11, 17]. Models for non-rigid structures have

been proposed in structure from motion [20, 21, 27], but

they assume that feature correspondences are known [27]

or occluders are treated as outliers [20, 21, 25] and there-

fore not reconstructed. Instead, the approach presented in

this paper estimates the depth of the whole scene. High-

quality depth maps have been obtained in [26] from a video

sequence captured with a freely moving camera. However,

the method fails when moving or deformable objects are

present in most of the area of the scene.

Our algorithm does not rely on matching multiple frames.

Since depth information is extracted at each frame, it re-

lates to work on single-image depth estimation. One of the

most successful technology in depth estimation is the use



of active illumination: By projecting some structured light

into the scene and then measuring the blur of the light pat-

tern [8] or light dots [14] in the captured image has led to

good results in depth estimation. Particularly relevant is the

recent introduction of Kinect [23], a depth camera based on

structured light in the infrared (IR) range. Among passive

methods on single image depth estimation, the main con-

tributions are perhaps from [10] and [22], who show that

the introduction of a mask in the camera lens can improve

the blur identification (and therefore the depth reconstruc-

tion). Both works propose a method for estimating both

depth and all-in-focus texture from a single coded image.

The main drawback is that the methods are based on de-

convolution and can deal only with small amounts of blur.

More recently, [12] and [13] has shown that depth can ac-

tually be recovered from a single image without estimating

the radiance. Our algorithm is an extension of the latter

work to video sequences. Moreover, we show that we can

rewrite the energy minimization in a more efficient way, so

that the method can be used to process videos quickly. In

our experiments, we use the aperture in Fig. 2(a), since it

gives the best performance on depth estimation among all

the binary aperture masks proposed in the literature [13].

To regularize our estimation, the concept of non-local mean

filters is applied to depth reconstruction: The main idea is

to link the depth values of pixels sharing the same colour

(or texture). The concept of correlating pixels with similar

colour or texture has been shown to be particularly effec-

tive in preserving edges in stereopsis [5, 16, 18] and thin

structure in depth estimation [6, 17], as well as in image

denoising [2, 15, 19].

3 Depth Estimation from Monocular Video

When a part of the scene is brought into focus, objects

placed at a different location appear out-of-focus; the

amount of defocus depends on their location in the scene:

More precisely, it depends on the distance between the ob-

jects and the focal plane. Because of this relationship, if

we can identify the blur kernel for each object point in the

scene, we can reconstruct the relative depth of the items in

the scene. The exact distance from the camera can also be

recovered from the blur size with a calibration procedure,

once the camera setting is known.

In this section, we present the depth estimation algorithm,

which takes as input a video sequence captured by a single

coded aperture camera. As described in Section 1, we con-

sider videos with moving and deformable objects: There-

fore we cannot rely on matching multiple frames.

3.1 Image Formation Model

When we capture a video with a coded aperture camera, we

have a set of T coded frames g1, g2, . . . , gT . For each of

these frames, the 3D scene, captured at a particular time

t, can be decomposed in two entities: a 2D sharp frame ft,

whose texture is all-in-focus, and a depth map dt, which as-

signs a depth value (distance from the camera) to each pixel

in ft. Our aim is to recover the geometry dt of the scene

(a) (b)

Figure 2: Binary aperture mask and corresponding
point spread functions (PSF). (a) A coded aperture cam-

era is obtained by placing an mask into the camera lens; (b)

Examples of point spread functions obtained with the mask

in (a) at different depths.

at each time instant t. As previously described, different

depths correspond to different blur sizes in the coded im-

age gt. Hence, the blur kernel hp, also called point spread

function (PSF), must be allowed to vary at each pixel. Two

examples of PSFs of our coded aperture systems are shown

in Fig. 2(b). If we consider all the elements ordered as

column vectors, we can write gt as a product of matrices

gt =
[
h1 h2 . . . hN

]
︸ ︷︷ ︸

Hdt

·

⎡
⎢⎢⎢⎣

f1

f2

...

fN

⎤
⎥⎥⎥⎦

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

ft, (1)

where N is the number of pixels of each frame and Hdt is a

symmetric and sparse matrix that contains the information

about the depth of the scene.

Since the scene is non-rigid (and hence we cannot rely on

matching multiple frames), and since the sharp frames ft

are unknown, we should, in principle, simultaneously esti-

mate both depth and all-in-focus image from gt. However,

it has been shown in [7] that this problem can be divided

and solved in two separate steps: 1) depth estimation only

and 2) image deblurring by using the estimated depth. In

this paper, we focus our work on the former step.

We formulate the problem of depth estimation as a mini-

mization of the cost functional

d̂ = argmin
d

Edata[d] + α1Etv[d] + α2Enlm[d] , (2)

where α1 and α2 are two positive constants. In our ap-

proach, the data fidelity term Edata[d] is based on depth

from a single image (see Section 3.2) and we concentrate

more on designing the regularization terms (Section 3.3).

3.2 The Data Fidelity Term: Depth from a Single
Frame

The first term is based on the state-of-the-art depth from

single coded image algorithm [13]. The method identifies



the blur size (and therefore the depth) at each pixel of a

coded image by using projections onto subspaces. In our

case, the depth dt can be extracted from the single frame gt

without deblurring the image ft, by minimizing

Edata[d] =
∑
p

||H⊥
dt(p)g̃

p
t ||22 (3)

where g̃p
t indicates the patch of size δ×δ centred at the pixel

p at time t, that has been rearranged as a column vector.

The symbol δ denotes the size of the maximum level of

defocus considered. The matrix H⊥
dt

is built via a learning

procedure, described in details in [13], for each depth level

d such that {
H⊥

di
Hdj

≈ 0, if di = dj

H⊥
di

Hdj
� 0, if di �= dj

(4)

for any possible sharp texture ft.

A remarkable fact is that, for the purpose of depth estima-

tion alone, there is no need to know the shape of the mask:

In fact, the learning is performed on real coded images of

a planar plane (with texture), placed at different distances

from the camera.

Since we are processing videos, in Section 4.1 we work out

possible solutions to approximate equation (3) in order to

increase the efficiency of this algorithm and make it suitable

for parallel computation.

3.3 Total Variation and Non-Local Means Filtering

The first regularization term Etv[d] in Equation (2) repre-

sents the total variation

Etv[d] =
∫

‖∇d(p)‖ dp , (5)

which constrains the solutions to be piecewise constant [4].

However, this term alone tends to misplace the edge loca-

tion and to remove thin surfaces, since it can combine to-

gether pixels that do not belong to the same surface.

To contrast this behaviour, we design a term that links

depth values of pixels sharing the same colour (or tex-

ture) Enlm[d]. Corresponding pixels can belong either to

the same frame (Section 3.3.1) or to different frames (Sec-

tion 3.3.2).

3.3.1 Spatial Smoothness

In this section we briefly analyze how neighbourhood filter-

ing methods establish correspondences between pixels and

then extend the concept to a video sequence.

Many depth estimation methods assume that pixels with the

same color or texture are likely to share also the same depth

value. This can be obtained with a non-local sigma-filter

[9], based on intensity differences

W1(p,q) = e−
|g(p)−g(q)|2

τ1 , (6)

where the weight assigned to W1(p,q) represents how

strong the link between p and q is, or, in other words, how

likely they are to be located at the same depth. The symbol

τ1 indicates the bandwidth parameter determining the size

of the filter. Loosely speaking, pixels with values much

closer to each other than τ1 are linked together, while the

ones with values much larger than τ1 are not.

This type of filter has been largely used for image denois-

ing, although it generates artifacts at edges and uniform

regions [3], probably due to the pixel-based matching be-

ing sensitive to noise: To reduce this effect, one could use

region-based matching as in the non-local means filter [6]:

W1(p,q) = e−
Gσ∗|g(p)−g(q)|2(0)

τ1 (7)

where G is an isotropic Gaussian kernel with variance σ
such that

Gσ∗|g(p)−g(q)|2(0) =
∫

R2
Gσ(x)|g(p+x)−g(q+x)|2|dx.

(8)

Now we have obtained a neighbourhood filter for combin-

ing pixels in the same frame. However, since we have

multiple frames, we can extend the correspondences tem-

porally.

3.3.2 Temporal Smoothness

If objects do not move much between neighbouring frames,

we can easily find correspondences (despite deformations

of the objects).

Let us consider a pixel p from a frame gt0 (captured at time

t0). We can rewrite the filter in equation (7) in a more gen-

eral form where the pixel q is now free to belong to any

frame gt of the video sequence

W1(p, t0,q, t) = e−
Gσ∗|gt0 (p)−gt(q)|2(0)

τ1 , (9)

which included the case when t = t0. Indeed, when consid-

ering the frame gt0 , the probability to find the same objects

(or part of them) in another frame gt decays moving away

from the time t0. Hence, we can add a filter that implements

this likelihood:

W2(t0, t) = e−
|t−t0|

τ2 (10)

where τ2 is the bandwidth parameter in the temporal

domain. This parameter is very important in deciding the

number of frames to consider in the regularization.

We can now combine the spatial filter (equation (7)) and the

temporal filter (equation (10)) together to obtain the final

filtering weights

W (p, t0,q, t) = e−
|t−t0|

τ2 e−
Gσ∗|gt0 (p)−gt(q)|2(0)

τ1 . (11)

Notice that when the temporal term uses only 2 frames, t0
and t1, the corresponding pixels given by W (p,q, t0, t1)
include the matchings obtained from optical flow.

Finally, we use the sparse matrix W (p, t0,q, t) to define

our neighbourhood regularization term, so that pixels with



similar colors are encouraged to have similar depths value,

i.e.,

Enlm[d] =
∫ ∫

W (p, t0,q, t) (dt(q) − dt0(p))2 dq dt.

(12)

where p and q represent any pixel in the video sequence.

The term Enlm is quadratic in the unknown depth map d
and therefore it can be easily minimized.

4 Implementation Details
In this section we first study the data fidelity term equa-

tion (2) and find a sound approximation to improve the effi-

ciency of the proposed method (Section 4.1). Secondly, we

describe the iterative approach we adopt to minimize the

cost functional in equation (2) (Section 4.2).

4.1 Filters Decomposition for Parallel Computation

We focus now on the computation of the data term Edata[d].
This term can quickly generate a non-regularized depth

mapth (also called raw depth map), when α1 = α2 = 0
in Equation (2)). In this section, the subscripts (t) should

be used, but are omitted for simplicity; the patches g̃p
t will

then be denoted by g̃p.

Since H⊥
d is a projection, we can rewrite equation (3) as

Edata[d] =
∑
p

g̃T
p H⊥

d(p) g̃p . (13)

The computation of this term is suitable for parallel com-

putation, since we can obtain a depth value at each pixel

p, independently from the other pixels. Also, we have that

H⊥
d = Ud UT

d , where Ud is a matrix with orthonormal

column vectors by construction [7]. Then, equation (13)

can be computed and represented (in memory) more effi-

ciently as:

Edata[d(p)] = ‖g̃T
p Ud(p)‖2. (14)

When using equation (14) as fidelity term, a raw depth map

of size 500 × 600 pixels can be obtained in about 200 s.

We look now into the set of matrices Ud to check if there

are possible approximations that can be adopted. The ma-

trix Ud = [u1,d u2,d . . . uM,d] has size δ2 × M , and

its columns are orthonormal filters [7]. Therefore, equa-

tion (14) can be thought as a series of 2D convolutions be-

tween the whole image g and each column of Ud (both

reshaped to 2D). This is done for each depth level d: we

can then say that, to estimate the depth map for each frame

of the video sequence, we have to compute M × Nd 2D-

convolutions, where Nd is the number of depth levels being

considered. Just to have an idea of the dimensions we are

dealing with, in our experiments we have M � 150 and

Nd = 30.

Since the total numbers of filters we use for each mask is

much bigger than the size of each filter itself (δ × δ, with

δ = 33), we can express each orthonormal filter uk,d as a

linear combination of a common basis B:

uk,d =
[
b1 b2 . . . bL

]
︸ ︷︷ ︸

B

· ak,d, (15)
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Figure 3: Eigenvalues of S. The graph shows the values

along the diagonal of S; such values correspond to the

eigenvalues of the matrix Ũ .

where ak,d is a column vector containing the coefficients

for the k-th filter at the depth d. By substituting equa-

tion (15) in equation (14), we can rewrite the fidelity term

as

Edata[d(p)] =
∥∥g̃T

p B Ad(p)

∥∥2
. (16)

with Ad(p) = [a1,d a2,d . . . aM,d].
Notice that with this formulation we have reduced the num-

ber of 2D convolutions to the number of columns of B; in

other words, the complexity corresponds to the number of

vectors that compose the common basis (in our experiments

there are about 200 vectors). The depth map at each frame

(500×600 pixels) can now be estimated in about 4 seconds.

In the following two sections we illustrate how to esti-

mate the common basis B and the matrix of coefficients A.

These steps have to be run just once, right after the learning

of H⊥
d for a given mask.

4.1.1 Estimating the Common Basis B

We build Ũ (of size δ2 × M × Nd) by joining in the third

dimensions the matrices Ud for all possible depth levels,

1 < d < Nd. We then perform the singular value decom-

position (SVD) of Ũ = WSV T : the most important or-
thogonal vectors that are in the left part of the matrix W .

The diagonal of S contains the eigenvalues, i.e., the values

that indicate the importance of each column of W to gener-

ate the space Ũ . The values along the diagonal are plotted

in Fig. 3.

The basis B is then composed by the most important col-

umn of W ; experimentally, we have seen that the first 200

vectors are a good approximation for generating the space

of Ũ .

4.1.2 Estimating the Coefficients ak,d

Now that we have the common basis B, for each filter uk,d

we have to estimate the coefficients ak,d, such that eq. (15)

is satisfied. This can be done via:

aT
k,d = uT

k,dB
T (BBT ). (17)



Frame #30 Frame #50 Frame #210 Frame #230

Figure 4: Table dataset. Top row: Some of the frames of the coded input video; Central row: Raw depth maps estimated

only with the data fidelity term, and without any regularization (α1 = α2 = 0) ; Bottom row: Final depth maps obtained

with our method.

4.2 Iterative Linearization Approach

We solve the Euler-Lagrange equations of the cost func-

tional in equation (2)

∇E[d] .= ∇Edata[d] + α1∇Etv[d] + α2∇Esm[d] (18)

via iterative linearization [1]. The second and third terms

are can be computed easily as

∇Etv[d] = −∇ ·
( ∇d(p)
|∇d(p)|

)
(19)

and

∇Enlm[d] =
∫ ∫

W (p,q, t0, t) (d(p) − d(q)) dq dt

(20)

while the data fidelity term requires a further analysis. In

fact, the energy Edata[d] is non convex. Therefore, we ex-

pand our energy in Taylor series (stopping at the third term)

Edata[d] = Edata[d0] + ∇Edata[d0](d − d0) (21)

+
1
2
(d − d0)T HEdata[d0](d − d0) , (22)

where H indicates the Hessian. Now we can compute its

derivative with respect to d

∇Edata[d] = ∇Edata[d0] + HEdata[d0](d − d0) , (23)

where d0 represents the initial depth estimate obtained

when setting α1 = α2 = 0.

Since the conditions for convergence require HEdata[d0]
to be positive-definite, we use |HEdata[d0]| and make it

strictly diagonally dominant [24].

5 Experiments on Real Data
We have captured some videos using our coded aperture

camera, a Canon EOS-5D Mark-II, where a mask has been

inserted into a 50mm f/1.4 lens (as displayed in Fig. 2(a)).

The two datasets shown in this paper, Fig. 4 and Fig. 5,

are very challenging scenario for depth estimation using

a single camera. For both datasets, we show some coded

frames from the video sequence and their corresponding

estimated depth maps. Below each input frame there are

two depth maps: 1) the raw depth map (central row), ob-

tained by minimizing only the term Edata and 2) the final

depth map (bottom row) resulting from minimizing the cost

in equation (2).

Both videos have been taken when the camera was hand-

held, and therefore the camera is also moving. The depth

estimation, however, it is not affected by this shake. The

video shown in Fig. 5 has been captured indoor in a very

low light condition; therefore the input video is very noisy

(ISO 2000). Nevertheless, the method still outputs impres-

sive results, proving its robustness and consistency. More-

over, the quality of the results in this dataset may suggest

that they can be used for tasks such as body pose estimation,

or body part recognition.

6 Conclusion
We have presented for the first time a method to estimate

depth from a single video with moving and deformable ob-

jects. The approach is based on coded aperture technology,

where a mask is placed on the lens of a conventional cam-

era. Firstly, we analyze and improve the efficiency of state-



Frame #20 Frame #50 Frame #60 Frame #130

Figure 5: People Dataset. Top row: Some examples of frames from the coded input video; Bottom row: Depth maps

reconstructed with our method.

of-the-art depth estimation from a single coded image. Sec-

ondly, we introduce a regularization term, based non-local

means filtering, that creates at the same time a spatial and

temporal neighbourhood of pixels that are likely to share

the same depth value. The method is then tested on real

data and high-quality depth maps are obtained from very

challenging scenes.
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