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Abstract

We propose a weakly supervised method to arrange im-

ages of a given category based on the relative pose between

the camera and the object in the scene. Relative poses are

points on a sphere centered at the object in a given canon-

ical pose, which we call object viewpoints. Our method

builds a graph on this sphere by assigning images with sim-

ilar viewpoint to the same node and by connecting nodes

if they are related by a small rotation. The key idea is to

exploit a large unlabeled dataset to validate the likelihood

of dominant 3D planes of the object geometry. A number

of 3D plane hypotheses are evaluated by applying small 3D

rotations to each hypothesis and by measuring how well the

deformed images match other images in the dataset. Cor-

rect hypotheses will result in deformed images that corre-

spond to plausible views of the object, and thus will likely

match well other images in the same category. The identi-

fied 3D planes are then used to compute affinities between

images related by a change of viewpoint. We then use the

affinities to build a view graph via a greedy method and the

maximum spanning tree.

1. Introduction

Image understanding is progressing at a rapid pace. In

particular, with the introduction of the latest generation

of deep Convolutional Neural Networks (CNN), problems

such as object category classification, segmentation, and

detection have progressed tremendously. However, these

problems are still addressed by means of view-based mod-

els, reducing object understanding to matching 2D patterns.

However, understanding the 3D nature of objects is essen-

tial in many advanced applications of vision which require

a detailed understanding of the physical space, including

navigation, manipulation, and understanding of activities.

This explains the growing attention of the community to the

problem of modeling 3D object categories [36, 26, 39, 21,

2, 12, 32, 23]. However, the problem remains largely open.

In this work, we propose new and effective tools to

progress in the understanding of object categories in 3D.

Rather than committing to a specific model of 3D object

categories, we focus on the problem of identifying the view-

point of objects in very large unlabelled image collections.

The viewpoint of an object is an important attribute that,

when known, could make the classification task much sim-

pler, more reliable and more efficient by simplifying the

task of learning 3D-aware object models. The problem of

determining the viewpoint of objects requires establishing

a relationship between different instances (viewpoints and

identity) of the same object. This task boils down to find-

ing correspondences and these can be very challenging with

typical intraclass variations. Moreover, due to occlusions

and the 3D shape of the object, correspondences between

far viewpoints may be very unreliable. We argue that the

dramatic change in appearance due to viewpoint changes

is best handled by using large datasets, so that there exist

smooth viewpoint transitions between pairs of images and

there are many examples with small intraclass variability.

While large collections of images can be easily obtained

through Flickr, all of these images are unlabeled, so that an

unsupervised approach is required.

Once labelled with viewpoint, the resulting images can

support learning deep CNN models, which usually require

large supervised datasets for their training. Unfortunately,

current algorithms to estimate the viewpoint of object cate-

gories are too slow and/or require some form of supervision

(section 2), and therefore do not satisfy our requirements of

operating on very large unlabelled image collections.

Here we propose a simple but efficient algorithm for

labelling large image collections with their 3D viewpoint.

Each image is associated to a small number of 3D planes

(shape hypotheses) approximating the shape of the object

contained in it. Each shape hypothesis allows to synthesize

out-of-plane object rotations as image homographies. Pro-

vided that the rotation is small and that the selected shape

hypothesis is correct, the synthesized image often looks re-

alistic; otherwise, this procedure usually results in notice-

able distortions of the 3D object. To measure the degree of

realism of each hypothesis, the synthesized images are di-
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rectly compared to other images in the collection and their

pairwise similarity is computed. Since we expect all view-

points to be covered densely, we can use the degree of simi-

larity of the best matches as a metric for the image realism,

which translates into a likelihood for the shape hypothesis.

The identified shape is then used to establish approximate

correspondences between images. To find if two images

are related by a small rotation, one can use the estimated

plane to synthesize another view of one image and then

compute the similarity (affinity) between the other image

and the synthesized one. These affinities can then be used

to build the view graph by using a greedy approach or a

maximum spanning tree. The algorithm is described in full

detail in section 3.

2. Related work

Current methods for viewpoint estimation of object cat-

egories can be divided into three groups: supervised,

semi/weakly-supervised and unsupervised. As discussed

next, the vast majority of algorithms are supervised. We

conclude the section with an overview of several techniques

used in our method.

2.1. Supervised methods

Supervised methods learn to recognize the viewpoint of a

3D object category from example images that are annotated

with that information. A simple method to do so is to train

a mixture of 2D object detectors, from samples of similar

viewpoints. Xiang et al. [36] does this by using standard

deformable parts models (DPM) [11], where each mixture

component corresponds to a different viewpoint. The au-

thors of [26, 39] extend DPMs to model 3D categories di-

rectly and use synthetic data for training. Training is simpli-

fied by leveraging high quality renderings of CAD models

and the availability of virtually exact viewpoint information

for each generated image. 3D DPMs also enable continuos

pose estimation. A recent work [6] also exploits 3D CAD

models, but with a method for rendering and training ex-

emplar detectors at run time. A less structured approach is

the one of [21] that uses Exemplar SVMs to transfer view-

point and other attributes from training images to test im-

ages. Aubry et al. [2] uses instead rendered CAD mod-

els to train a large collection of exemplars of viewpoint-

sensitive DPM detectors. At test time, the viewpoint of an

object is transferred from the best-matching DPM detector.

Exemplar-based methods and 2D and 3D DPMs result in

similar viewpoint-estimation performance. The main dis-

advantage of the exemplar classifiers is their high computa-

tional cost at test time. Xiang et al. [37] learns shape from

CAD models as a set of planes. They find the parts on recti-

fied images and estimate the viewpoint based on the image

transformation used for rectification.

Viewpoint estimation can also be performed separately

from object detection in a two-stages pipeline. Ghodrati et

al. [12] use standard DPMs for object detection and es-

timate the pose from features computed in the detected

bounding box. They show that modern CNN features [8]

or encodings [27] provide state-of-the-art performance for

this problem. Recently CNNs [17, 9] had great success in

classification and detection tasks. They turned out to be

very useful in pose estimation too. Tulsiani et al. [33] train

viewpoint estimation separately from the object class detec-

tion. CNNs learn shared representation for the image cat-

egories and the viewpoints, which makes them scalable for

many categories. They also provide the best performance

on standard 3D benchmark datasets [36].

2.2. Semisupervised methods

Work on semi-supervised learning of 3D viewpoint is

relatively limited. Tulsiani et al. [32] show that a CNN

trained using strong supervision is able to infer the pose of

unlabelled categories, provided the training set contained a

similar category. They also show that the viewpoint esti-

mation quality can be improved by jointly labelling a large

image collections of the target category.

2.3. Unsupervised methods

In the paper of Liang et al. [23] the pose of objects is

learned from short video sequences using statistical man-

ifold learning techniques. To the best of our knowledge

their method is the only one that does not require any view-

point annotations. However, we are interested in learning

the viewpoints only from images, as images are more abun-

dantly available than videos.

2.4. Other related work

Most work is based on a common set of algorithms or

representations, so that it is useful to present prior work fo-

cused on specific choices. One popular choice is to build

a graph connecting images based on their viewpoint, as we

do in this paper. Another popular choice is to establish part

correspondences between image pairs and to analyze the

transformation between images via techniques reminiscent

of structure from motion.

View graph. Many 3D estimation techniques such as

structure from motion start by comparing pairs of images.

When images are drawn from a very large dataset, how-

ever, considering all possible pairs is infeasible. Thus, in

large scale structure from motion images are only compared

to their nearest neighbors [1], discovered via a fast bag of

words technique [7] using vocabulary trees [25]. Cho et

al. [5] use a large image set for object discovery; they start

by proposing pairs of nearest neighbor images that are likely

to contain the same class. They use GIST features [31] for

this task. Grauman et al. [13] use spectral clustering and
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normalized cuts [28] to group objects from the same class

in an unsupervised way. To avoid the comparison between

all image pairs, they estimate the affinity matrix by using

the Nyström method [35]. Their affinity however does not

involve any similarity based on viewpoint. In our paper we

use nearest neighbor image retrieval to group similar view-

points together and to reduce the number of image-pairs that

need to be evaluated.

Part correspondences. Establishing point correspon-

dences in image pairs is often the first step of structure from

motion methods. Such correspondences are often obtained

by using local feature detectors and descriptors like SIFT

[20]. ASIFT [24] improves on SIFT by simulating a num-

ber of affine deformation of the features allowing to estab-

lish correspondences between wider baselines. Optical flow

[16, 3] provides dense correspondences between frames of a

video. Its main advantage is speed, which enables real-time

processing of videos.

When the images show two different instances of objects

from the same category matching is much more difficult.

An approach is to learn the appearance of parts and use the

part detections to establish correspondences [33, 19]. Such

methods often rely on extensive annotation of keypoints in

images; if these are not available, methods such as DPMs

[11] can be used to learn parts in a weakly-supervised man-

ner. [33] relies instead on part detectors implicitly learned

by deep CNNs. SIFT Flow [18] combines rich feature de-

scriptors and optical flow methods and provides correspon-

dences between semantically related images without any su-

pervised training. FlowWeb [38] provides correspondences

between images in a large collection by improving the ini-

tial flow field with cycle consistency. In our work we obtain

global correspondence between 2 images by using a finite

set of simple geometric primitives (3D planes). This choice

is dictated by the need to deal with a high intraclass vari-

ability and the lack of labeling.

Structure from Motion. Standard structure from motion

can recover the shape of a scene and the motion between

cameras from images of a single object instance [30, 15].

In the case of categories, structure from motion needs to

deal with intra-class variance, i.e., when images contain

different instances of the same object category. Vicente et

al. [34] reconstruct the objects in the PASCAL VOC [10]

dataset starting from a small set of key-point annotations

and ground truth segmentation of objects. Carreira et al. [4]

reconstruct an object from a single viewpoint using images

of the same class to establish correspondences between the

test image and the dataset images and use SFM to recover

the 3D. Both methods assume orthographic cameras and use

the rigid shape model of Marques et al. [22]. They show that

this simple model is robust against intra-class shape varia-

tions. Both methods rely on manual labeling of keypoint

correspondences.

3. Construction of the View Graph

In this section we describe our method step by step. The

core technique consists in postulating a number of 3D ge-

ometry hypotheses for the object in the scene and then to

validate these hypotheses by rotating the object according to

the given geometry. When the correct hypothesis is made,

the deformation will be realistic and thus match well several

images in the complete dataset. However, these calculations

might be overkill if applied to all the images. Moreover,

many images in the dataset should be discarded as the ob-

ject might appear too occluded or too small. Therefore, we

devise a procedure to select a subset of the complete dataset

suitable to build the view graph with a feasible computa-

tional effort.

3.1. Global Feature Analysis

One key component of our method is the ability to de-

termine if two images depict an object from the same cate-

gory and with the same viewpoint. We follow the common

practice of performing clustering via global features [5], ex-

tracting them from every image, and using them to compare

all image pairs.

By following prior work on supervised learning for view-

point estimation [12], we restrict the options for global fea-

tures to GIST [31], VGG CNNs [29] and BoW Fisher en-

codings [27]. In order to compare these alternatives, we

perform several tests on the Pascal 3D dataset [36, 10]. Be-

cause this dataset contains viewpoint annotations, it can be

used to verify the agreement between the viewpoint of dif-

ferent images. We use a discrete set (1, 4 and 24) of view-

points, uniformly placed along the view circle. Each im-

age is then used to recall the top 20 nearest neighbors using

one of the global features. A retrieved result is considered

correct if it is of the same class of the query and if it has

the same discretized viewpoint. Both the cases in which the

database contains background images or not are considered.

The results are shown in Fig. 1 and clearly show that VGG

CNN is the preferred representation.

3.2. Preprocessing

In order to limit the number of calculations later on, we

select a subset of the 100,000 images which will contribute

to building the view graph. We calculate all the pairwise

affinities between the images based on the inner product of

their global features. We denote with Ii the i-th image in

the dataset and with φ the VGG CNN feature mapping in-

cluding the L2 normalization, so that

φ(I) =
VGG CNN(I)

‖VGG CNN(I)‖
2

. (1)
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Figure 1. Evaluation of global features for viewpoint classification on the Pascal 3D dataset [36, 10]. The evaluation compares VGG

CNNs [29], GIST [31] and the BoW Fisher encodings [27]. From the left to the right: Evaluation of class detection (any view), evaluation

of viewpoint estimation with 4 views, and evaluation of viewpoint estimation with 24 viewpoints. As can be seen, the VGG CNNs are

consistently better than the other 2 global features (the same ranking applies to the evaluation with 8 and 16 viewpoints).

For every image Ii we select its top 20 matches, and sum

up their matching scores, resulting in mi. We rank the

images according to their mi scores. We discard the top

1000 to eliminate near duplicates. We choose images ran-

domly between the images of rank 1001 and 10001. From

this process we obtain a set S of 1000 images per category.

The selected images are the representative images of the full

dataset. Each image corresponds to a node in the view graph

and represents a (not necessarily unique) viewpoint. The

other images in the dataset can be assigned to their nearest

neighbor in S. In this paper we focus on the relative view-

point difference between the nodes. The global viewpoint

assignment is still an open problem.

3.3. 3D Geometry Identification

As mentioned in the introduction, we formulate 3D ge-

ometry hypotheses for a given object. The objective is to

fit 3D primitives to the objects in the scene. Several prior

works have looked at the same problem (see, for instance

[14] and references therein), but always with a supervised

learning approach. Our approach is instead radically differ-

ent as we illustrate here below.

To limit the computational complexity we approximate

objects with 3D planes. Then, changes of viewpoint of these

planes result in a homography transformation (see Fig. 2).

In our experiments we make a total of 81 such hypotheses,

which are all combinations of 9 changes of orientation of

the plane along the horizontal axis with 9 changes of orien-

tation of the plane along the vertical axis. We denote each

hypothesis with θ.

We validate a hypothesis θ by transforming each image

in S via a rotation to the left and a rotation to the right with

30 degrees (we do not consider other changes of viewpoint

because of limited viewpoint coverage in the dataset). The

transformed image J
θ,left
i then denotes the i-th image Ii ro-

tated to the left under the hypothesis of a 3D plane θ. The

image J
θ,right
i is defined in an analogous manner.

The rotated views are matched against all images in the

complete dataset via the following inner product

s
θ,left/right
i,j

.
= 〈φ(J

θ,left/right
i ), φ(Ij)〉. (2)

In Fig. 3 we show matches obtained for the 3 manually iden-

tified plane hypotheses in Fig. 2. Notice how the proposed

score finds suitable matches (the matches are sorted from

the best to the worst and the illustration shows the top 13
matches).

These scores are then sorted from the highest to the

smallest, and the sorted list is denoted with K. A realism

score ρθi is assigned to each plane hypothesis θ for the i-th

image by adding the top 20 matches in the dataset, i.e.,

ρθi =
∑

dir∈left,right

20∑

j=1

s
θ,dir
i,Kj

(3)

i.e., by adding the top 20 best matches for both left and right

rotations in the dataset. In Fig. 4 we show the resulting

best matches for our 81 hypotheses. Finally, we denote the

selected plane hypothesis of the image Ii with θ∗i

θ∗i = argmax
θ
ρθi . (4)

3.4. Extracting the View Graph

Once a plane has been assigned to all 1000 images, we

can define the affinities between pairs of images that are re-

lated by a rotation to the left, to the right or no rotation.

Thus, we compute all pairwise affinities Ai,j between im-

age Ii and image Ij as

Ai,j = max
dir∈{left,none,right}

s
θ∗

i ,dir
i,j (5)
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Figure 2. In the diagonal we show the original images (to make all images of the same size smoothed padding has been added at the

boundaries). In each column all images are aligned to the same viewpoint. In the case of a bicycle a plane is sufficient to model most

viewpoints. When the correct plane hypothesis is used, other viewpoints can be realistically synthesized even though the initial viewpoint

was very different.

and also store the corresponding rotation

ψi,j = arg max
dir∈{left,right}

s
θ∗

i ,dir
i,j . (6)

We then consider two ways to build the graph: a greedy

approach and via the maximum spanning tree. Let us

choose as initial node the image Ii. To build the view graph

from the initial node, the greedy approach simply picks the

left node as the image Ij∗ where j∗ has the highest affin-

ity Ai,j∗ , the rotation ψi,j∗ is a left rotation and ψj∗,i is a

right rotation. We pick the right node similarly but with re-

versed direction for ψi,j∗ and ψj∗,i. The same procedure is

then repeated on the two new nodes (only one direction per

node).

The second approach instead computes the maximum

weight spanning tree on the graph, where the nodes are the

images and the edge weights are the affinities Ai,j . Then,

we calculate the shortest path between all pairs of images

using the tree. This way we can connect the images through

a path, where the neighboring images are likely to have the

same or similar viewpoints. We find sections of these paths

where the object always turns in the same direction. That

is, in any of these paths the sequence indices P will satisfy

ψPi,Pi+1
= left for i = 1, . . . , |P| or ψPi,Pi+1

= right for

i = 1, . . . , |P|. We visualize the obtained paths with both

methods in Fig. 5.

4. Visualization and Evaluation of the View

Graphs

We test our method by building datasets for 5 categories:

airplane, bicycle, chair, bus and car. For each category

we collect 100,000 images via Flickr just by simple index

search. Most images match the correct category, but some

images might be completely incorrect or repeated multiple

times. The selection strategy presented in subsection 3.2

takes care of these cases.

A view graph is a collection of paths obtained by the

greedy or the spanning tree method. In Fig. 5 we show re-

sults on the airplane, bicycle, chair, bus and car categories

obtained from both approaches. In the case of the maximum

spanning tree we show one among the longest paths that

have a consistent direction ψ (left or right turn). The paths

might be shorter than 10 images depending on whether the

algorithm is able to find good matches between image pairs

or not. The greedy approach tends to have longer paths, but

with smoother rotations. Notice that the paths show mostly

consistent viewpoint changes and in cases where the avail-

able images densely sample the viewpoint space, such as

with the airplane category, the ordering can include drastic

changes of viewpoint.

Finally, we estimate the quality of the extracted view

graphs quantitatively. Because the view graph does not con-

tain the exact viewpoint changes between the images, we
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Figure 3. Evaluation of image matches with 3 manually chosen planes. The first column shows the overlap between the identity homography

and the homography needed to transform the original image into one of the other 2 examples. Second column: the transformed originals.

Columns 3 to 16 are the top matches with decreasing score. Notice how the correct 3D model leads to accurate matches in the complete

dataset. The first three rows can be easily interpreted, as the object in the original image (first row) lies on a fronto-parallel plane, which

matches exactly the identity homography (blue grid). The rotations in the second and third rows are shown with a red grid and can be

easily associated to the correct change of pose. The following 6 rows are also showing the correct pose changes, but may be more difficult

to evaluate visually as the identity homography is assigned to a non frontal plane (fifth and ninth rows).

employ evaluation criteria that is based on the relative or-

der of the viewpoints. The paths in the view graph result in

an ordering of the dataset images. Let Ip,i denote the i-th

image in path p. The order can be expressed by the binary

labels yp,i ∈ {+1,−1} where yp,i = +1 if, and only if, the

viewpoint of Ip,i+1 is consistent with a left turn (with an

angle between 0 and π) from the viewpoint of Ip,i. If yp,j is

the ground-truth order and ŷp,j the one estimated using the

view graph construction, then a measure of the performance

is the fraction of correctly-ordered image pairs:

Acc =
1

N

∑

p

∑

i

1 + yp,iŷp,i

2
, (7)

where N is the number of terms in the summation. While

the ground-truth yp,i order is unknown for our unlabelled

datasets, we estimate it by label transfer from Pascal 3D.

We match each dataset image to the closest image in Pascal

3D. Then we use the viewpoints of the matched images to

estimate yp,i. The resulting performance is summarized in

the following table:

Acc (%) airplane bicycle chair bus car

tree 86.2 87.5 61.5 77.8 74.1

greedy 81.8 84.9 70.6 77.2 74.5

5. Conclusion

We have presented a weakly supervised method for

building a view graph for a given category. At the core

of our algorithm is the identification of simple geometri-

cal structures in the scene (3D planes) without relying on

any prior labeling. The method uses images to validate the

hypotheses with large unlabeled datasets. When the geo-

metrical structure hypothesis is incorrect, the synthesis of

an image after applying a rotation may result in unrealistic

deformations. The identified 3D structures are fundamental

to determine affinities between images that are related by

a small rotation. These affinities are then used to establish
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Figure 4. Evaluation of image matches with 81 plane hypotheses. Rows 3, 6, and 9 show the original image with the corresponding best

matches from the dataset. Rows 1, 4, and 7 show the rotation to the right of the best plane hypothesis (based on the realism score ρ).

Rows 2, 5, and 8 show the rotation to the left of the best plane hypothesis (based on the realism score ρ). In the first column the best plane

hypothesis for the original image is shown with a blue grid (the same is shown for left and right rotations) and its corresponding rotated

version with a red grid. Notice that the identified plane hypotheses may correspond to different planes in the scene. In particular, in the

case of the bus, there are two large planar surfaces (the front and the side of the bus). Which one of these two surfaces becomes dominant

depends on the rotation as it might expose one surface more than the other. The first 6 rows favor the frontal plane while the last 3 rows

favor the side plane.

links between images so that it is possible to make an ob-

ject “spin”. Although we limited this investigation to only

left/right rotations, the procedure is applicable to a wider

range of directions. Similarly, it is possible to explore other

geometric primitives beyond planes. These further exten-

sions will be subject of future work.
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