Learning to Take Directions One Step at a Time
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Abstract—We present a method to generate a video sequence given a single image. Because items in an image can be animated in arbitrarily many different ways, we introduce as control signal a sequence of motion strokes. Such control signal can also be automatically transferred from other videos, e.g., via bounding box tracking. Each motion stroke provides the direction to the moving object in the input image and we aim to train a network to generate an animation following a sequence of such directions. To address this task we design a novel recurrent architecture, which can be trained easily and effectively thanks to an explicit separation of past, future and current states. As we demonstrate in the experiments, our proposed architecture is capable of generating an arbitrary number of frames from a single image and a sequence of motion strokes. Key components of our architecture are an autoencoding constraint to ensure consistency with the past and a generative adversarial scheme to ensure that images look realistic and are temporally smooth. We demonstrate the effectiveness of our approach on the MNIST, KTH, Human3.6M, Push and Weizmann datasets.

I. INTRODUCTION

In this work we aim to train a neural network so that it can learn to “take directions” and thus make a moving object travel in a realistic way between two locations in an image. In our framework directions are provided in the form of a sequence of motion strokes, i.e., a rough 2D sketch of the path that a character in the input image should follow. We aim to generate an entire video with the desired animation by using only a single input image. As shown in Fig. 1, the input stroke can be extracted from a source video through bounding box tracking.

The key component in our proposed architecture is a novel recurrent neural network (RNN) augmented by an autoencoder that explicitly defines part of the state as the latent representation of a single video frame. The autoencoder shapes the latent representation space, which implicitly constrains the state transitions of the RNN. We define the RNN input state as the encoding of: the initial frame, the current frame, the complete motion path and the next motion step. The RNN then predicts the next frame encoding. A fundamental benefit of this architecture is that the RNN can avoid degradation over time of the generated frames by relying on the encoding of the initial frame, can ensure temporal smoothness of the generated video by using the encoding of the current frame, and can produce a realistic animation by using the knowledge of the complete path. Moreover, because the next frame encoding does not need to accumulate the video and motion history (it is already part of the input), our proposed recurrent architecture is trained effectively with just a single feedforward step of the truncated back-propagation. The predictor is trained by using videos where the bounding boxes of moving objects are available. Therefore, we can ensure coherence of the animation of a frame in a video by using a reconstruction loss between the output sequence of the RNN and the ground truth video. We also enforce image realism and temporal coherence by using adversarial training losses as well as perceptual losses.

To the best of our knowledge, our work is the first to exploit successfully this RNN training strategy.

Contributions

In summary, we introduce:
1) A novel controllable video generation from a single image and a sequence of motion strokes;
2) A novel recurrent network architecture and training scheme, which allows single-step truncated back-propagation through time (see Section III-B);
3) Demonstrate controllability of the trained model on the MNIST, KTH, Human3.6M, Push and Weizmann datasets with higher performance than competing video-generation methods.
II. RELATED WORK

Early works on video synthesis focused on generating continuously varying textures, the so-called *video textures*, from single or multiple still frames [1], [2]. Recently, deep generative models such as Generative Adversarial Networks (GAN) or variational autoencoders (VAE) have been successfully used to generate realistic images or videos from latent codes [3]–[5]. Furthermore, even higher quality results have been obtained by using models conditioned on additional input, e.g., the class label, the content image or the semantic label map [7]–[9]. Recurrent neural networks [10] are a natural choice to learn from time-dependent signals such as text, video or audio. For example, Tulyakov et al. [11] decompose motion- and content components directly in the latent space. They use a recurrent GAN architecture and sample the motion vector at each time step. Byeon et al. [12] instead use a multi-dimensional Long Short-Term Memory (LSTM) that aggregates contextual information in a video for each pixel over space and time. In this work, we also train an RNN to generate a video conditioned on a still frame and a sequence of motion strokes. RNNs are known to be difficult to train compared to feedforward neural networks [13]. However, thanks to our proposed design, training can be done successfully even with a single time step truncated back-propagation. Moreover, to the best of our knowledge this is the first work that uses 2D strokes as a motion representation for animation in a generative setting. In the following paragraphs, we describe work related to video prediction and motion editing.

a) Video Prediction from Multiple Frames: It is well-known that using the mean-squared error as the reconstruction loss leads to blurry frame predictions. To obtain sharper image predictions, Mathieu et al. [14] combine the $\ell^2$-loss with a GAN objective. They do not provide input noise to the generator, however, and thus their predictions are fully deterministic. Denton et al. [15], [16] learn the prior distribution of the latent space at each time step of their LSTM given the previous frame, and sample from the learned prior to predict the next frame. In contrast, we generate all future frames from a single frame and an encoding of the motion strokes. Instead of multiple starting frames, Wang et al. [17] use start- and end-frames as targets and generate a smooth motion between them, with however, limited control of the motion path.

b) Video Prediction from a Single Frame: Predicting the future from a single still image is highly ambiguous. Most prior work uses a variational approach in order to constrain the future outcomes in the training phase and at the same time have the possibility to sample from the latent space at test-time [18]–[21]. For example, Xiong et al. [22] use a GAN and a Gram matrix for motion modelling.

There are three works that closely relate to ours. The first two, Li et al. [21] and the concurrent work of Endo et al. [23], predict a video from a single image using a variational autoencoder to sample optical flows conditioned on the input frame. A separately trained network then synthesizes the full-frames from the optical flow maps. In contrast, we provide only a single motion stroke sequence, which corresponds to the average optical flow of the object of interest. While optical flow is a precise description of how objects move from frame to frame, it is also very specific to the object instance. We believe that a motion stroke sequence is a much more transferrable motion representation across videos. The third related work, Hao et al. [19], synthesizes a video clip from a single image and a matrix of trajectories. It generates a video of the whole scene, whereas we focus on animating the object in the image. Moreover, due to its recurrent design, our proposed architecture is able to output a variable length video.

c) Human Motion Synthesis: Recent work in motion synthesis has demonstrated the effectiveness of convolutional neural networks for accurate human pose estimation in real time [24]–[26]. The pose extraction from real images can be used further to synthesize images of people in novel poses. Balakrishnan et al. [27] achieve this by segmenting the persons and background, by transforming the parts to the new pose and by fusing the result with the background. Chan et al. [28] transfer the pose of a person in a source video to a target subject in another video. They enforce the target motion with skeletal poses as input. Both of these works can render high-quality video with realistic motions because of the strong supervision through pose. In our case with a single motion stroke sequence, we are given a very sparse description of motion and lack the exact location of all limbs. Hence, in our case there is more ambiguity and a bigger challenge to generate realistic renderings. On the other hand, we do not require as much detailed supervision (e.g., sketches for training can be extracted automatically via bounding box tracking).

d) Sketch-based Animation: To this date, character animation remains a challenging and labor-intensive task. Early works for automated animation from sketches focused on cartoon figures, which, despite their simplistic appearance, have a similar complexity in terms of motion compared to real images. Davis et al. [29] take a sequence of 2D pose sketches and reconstruct the most-likely 3D poses which are applied to a 3D character model for animation. Thorne et al. [30] require only a sketch of the character and a continuous stroke for the motion. Chen et al. [31] reconstruct the 3D wireframe of the character from a sequence of sketches and correspondences. This allows them to add realistic lighting, textures and shading on top of the animated character. Our system is fully end-to-end and does not require to explicitly model the 3D or rendering pipeline, and apart from the motion stroke sequence no other annotation is needed.

III. VIDEO FROM A MOTION STROKE SEQUENCE

We formulate our problem as follows: Given a single image $I_0 \in \mathbb{R}^{m \times n \times c}$, with $m \times n$ pixels and $c$ color channels, containing a movable object, and a motion stroke $S \in [0, 1]^{m \times n}$, we aim to synthesize $T$ future images $I_1, \ldots, I_T$, i.e., a video, where the object moves realistically along the provided stroke. We assume that the stroke starts roughly at the center of the object’s bounding box. We focus on human motion
leverages the learned encoding h to encode the image I of the initial frame. Information in the input frame and motion information from the stroke sequence. These are concatenated and fed to our model.

The encoding stage, the prediction stage, and the decoding stage (see Fig. 2). We use two encoders to extract texture information in the input frame and motion information from the stroke sequence. These are concatenated and fed to our recurrent predictor. At test time this predictor is applied recursively by feeding the encoding of the next frame as input. At test time this predictor is applied recursively by feeding the input frame I₀ and the motion stroke sequence $S$ to our recurrent predictor $P$.

At any time step $t>0$, we use the encodings $h_t$ and $x_t$ to our recurrent predictor $P$

$$h_{t+1} = P(h_0, h_t, x_t)$$

and obtain the next state $\hat{h}_{t+1}$. When $t = 0$ we use $\hat{h}_1 = P(h_0, h_0, x_0)$. Note that, at any time, the predictor has not only access to the instant motion, but also to the entire stroke sequence $S$, which was given as input. Finally, each output $\hat{h}_{t+1}$ of the predictor is individually decoded by $G$ to produce RGB frames $I_{t+1}$ that are then concatenated to form the final video.

B. Training

We train all parts of the network together by minimizing a combination of reconstruction, adversarial and perceptual losses. Firstly, we use an $\ell^2$-loss between ground truth $I_{t+1}$ and synthesized frame $\hat{I}_{t+1} = G(\hat{h}_{t+1})$, and an autoencoding...
constraint between \( E_1 \) and \( G \), i.e.,
\[
\mathcal{L}_{rec}^1 = \sum_{t=0}^{T} |\hat{I}_{t+1} - I_{t+1}|_2, \tag{3}
\]
\[
\mathcal{L}_{rec}^2 = \sum_{t=1}^{T} |\hat{I}_{t} - G(E_1(I_t))|_2. \tag{4}
\]

This choice of loss function encourages the output to match the ground-truth \textit{in expectation}, which allows flexibility in the input-output mapping. Furthermore, to avoid blurred outputs from the pixel-wise loss, we use two discriminators: One that distinguishes between predicted fake frames \( \hat{I}_{t+1} \) and real frames \( I \) from the distribution of real images \( p_{data} \), i.e.,
\[
\mathcal{L}_{GAN}^1 = \mathbb{E}_{I} [\log D_1(I)] + \mathbb{E}_{I_0,S_0} [\log(1 - D_1(\hat{I}_{t+1}))], \tag{5}
\]
and another one that discriminates generated pairs \( \hat{q}_t = (\hat{I}_t, \hat{I}_{t+1}) \) from real pairs \( q_t = (I_t, I_{t+1}) \) of consecutive frames, i.e.
\[
\mathcal{L}_{GAN}^2 = \mathbb{E}_{q_t} [\log D_2(q_t)] + \mathbb{E}_{I_0,S_0} [\log(1 - D_2(\hat{q}_t))]. \tag{6}
\]

The latter GAN loss leads to a temporal smoothing and is inspired by the corresponding term used in Chan et al. [28]. Furthermore, the single-frame discriminator in eq. (5) is conditioned on the instant motion encoding \( x_t \), which we omitted from the notation for better readability. We also use the perceptual loss [32]
\[
\mathcal{L}_{VGG} = \sum_{t=0}^{T} |\Phi(\hat{I}_{t+1}) - \Phi(I_{t+1})|_2 \tag{7}
\]
between output video and ground truth video, where \( \Phi \) are the features extracted from a pre-trained VGG network [33].

Finally, we formulate the overall objective as
\[
\min_{\theta_1} \max_{\theta_2} \mathcal{L}_{GAN}^1 + \lambda_0 \mathcal{L}_{GAN}^2 + \lambda_1 \mathcal{L}_{VGG} + \lambda_2 \mathcal{L}_{rec}^1 + \lambda_3 \mathcal{L}_{rec}^2 \tag{8}
\]
where \( \theta_1 = \{\theta_{E_1}, \theta_{E_2}, \theta_P, \theta_G\} \) denote the network weights for the encoders and the generator, \( \theta_2 = \{\theta_{D_1}, \theta_{D_2}\} \) denote the network weights for the discriminators, and \( \lambda_0, \ldots, \lambda_3 > 0 \) are tuning parameters. We optimize the above objective by alternating stochastic gradient descent on \( \theta_1 \) and \( \theta_2 \).

C. Single Time Step Training

Since the predicted frame at time \( t+1 \) depends on the input at time \( t \), we train the network sequentially by using the previous output as input (see red arrow in Fig. 2). The encoding \( h_t \) can be regarded as the state of the system at time \( t \) and \( x_t \) is the input. In general, for recurrent neural networks the state \( h_t \) can only be computed by knowing the state \( h_{t-1} \) [10]. This is achieved by \textit{unrolling} the RNN and applying back-propagation through time (BPTT). In our unique setting, BPTT is not necessary as in each step all information required to predict the next state is included in the input and there is no need to accumulate the sequence history in the predicted state. It allows us to train our predictor as a feed-forward network (no weight sharing over time) despite the fact that \( P \) has a recurrent nature. As an additional benefit, initializing the state at time \( t = 0 \) is straightforward, unlike in regular RNNs where typically the state is initialized randomly, with a constant, or with a learned parameter.

a) Teacher Forcing Training Fails: An alternative training method for our architecture, called teacher forcing, is to directly feed the encoding \( h_t = E_1(I_t) \) to the predictor \( P \), rather than using the feedback from the previous output \( h_t \) of \( P \). However, this technique fails to train the network. Fig. 3 shows two (failure) examples of generated videos after using this training technique. The network ignores the motion input (the same video is generated for two different motion stroke sequences) and also it “forgets” the initial input image (the future frames become darker and darker).

D. Runtime

At test time our system is given only a single image \( I_0 \) and the stroke sequence \( S \). The encoders \( E_1 \) and \( E_2 \) are used at time \( t = 0 \) to obtain encodings \( h_0 \) and \( x_0 \) on which the predictor \( P \) is recursively applied for a number of time steps. At each time step, the predicted next encoding \( h_{t+1} \) is fed back as input for the next step that produces \( h_{t+2} \) and so on. As in the training phase, \( h_0 \) is given as input at each step to provide a reference point to the beginning of the sequence.

E. Implementation

We use convolutional layers for encoding and transposed convolutions for decoding. The predictor \( P \) is composed of dense-blocks [34]. Spectral normalization [35] is only employed in the discriminator and no other normalization technique is applied. The spatial dimensions of the input and output are \( 128 \times 128 \) pixels. We use the Adam optimizer [36] with learning rate \( 2 \cdot 10^{-4} \) and \( \beta_1 = 0.5 \) for both the generator and discriminator. The hyperparameters in eq. (8) for all the experiments are: \( \lambda_0 = 1, \lambda_1 = 10, \lambda_2, \lambda_3 = 20 \). We find that our model is not very sensitive to the choice of hyperparameters. Further details about the architecture of our network are presented in the supplementary material. 1

IV. EXPERIMENTS

We evaluate our models using several datasets: the MNIST [37] handwritten digits, the robot Push dataset [38],

\[1\] Code available at: https://github.com/HuQyang/learning-direction
Fig. 4: Results on the MNIST dataset: Same motion stroke applied to different digits and of different motions applied to the same input frame. First column: The input stroke sequence, where the intensity of the dots goes from black to light grey with increasing time. Second column: The input image. The remaining columns show the generated video frames.

the KTH human actions [39], the Weizmann institute dataset [40] and Human3.6M [41] (see supplementary material). We show qualitative results on all datasets and quantitative evaluations on both robot push and KTH and ablation studies on KTH. The results on MNIST and Push demonstrate that our method can potentially generate videos with very diverse motion stroke sequences as input. Our method not only translates the stroke sequence to an object trajectory, but also accurately maps the velocity encoded in the stroke sequence to the output video. Unlike the rigid robot arm or MNIST digits, the KTH, Weizmann and Human3.6M datasets consist of non-rigid, realistic human actions and are therefore more challenging. We mainly show three typical human motions with different speeds: walking, running and jogging. The results on these three datasets show that our method is efficient in synthesizing realistic videos involving complex human motions.

A. Stroke Sequence Generation

For MNIST, the trajectory is randomly generated online during training and testing, and for Push we manually select 14 patches of size $64 \times 64$ pixels from different videos and we search in the first frame in each video the patch most similar to the initial one by computing the perceptual loss [32] between the reference patch and the searched patch. We then use the initial patch to search the next frame. A single stroke point is defined as the center of a patch. For the human actions datasets, as an alternative to annotating the training set manually, we compute the bounding box with the YOLO object detector [42], track its center in each frame and use it as the stroke point.

In all cases, we encode the time instant in each stroke with a pixel’s grayscale intensity (black indicates the beginning and light grey indicates the end). At test time one stroke is extracted the same way as in training, but applied to an image taken from a different video.

B. MNIST

The MNIST dataset [37] consists of 60k handwritten digits for the training and 10k for the test set. In order to test our system on arbitrary trajectories, we create a synthetic dataset of moving MNIST digits. We take the $28 \times 28$ digit images and move them within a window of $112 \times 112$ pixels for 16 frames. The first frame is given as the input and the system predicts the following 15 frames. Our method can generate video sequences from one single image coherent with the input stroke sequence. We demonstrate this in two ways in Fig. 4: The first two rows show examples where the stroke sequence is changed and the digit is kept the same; in the remaining rows the same stroke sequence is applied to different digits.

C. Robot Push dataset

The Push dataset [38] consists of $\sim 59k$ videos of robot interactions involving pushing motions, including one training set and two test sets of previously seen and unseen objects. We show our results and qualitative comparison with Hao et al. [19] in Fig. 5. We only show the last (8-th) predicted frame to compare with them. One can see that our method produces sharper and realistic-looking images. In Fig. 6 we evaluate our results quantitatively over time using the common similarity metrics PSNR and SSIM [43], and find that we outperform Hao et al. [19]. In the supplemental material we show the first 8 predicted frames as done in [19].

D. KTH

The KTH Action dataset [39] contains grayscale videos of 25 persons performing various actions from which we choose the subsets walking, running and jogging since the others do not contain large enough global motions. We train on all the selected data except persons 21-25 which we reserve for testing, yielding $\sim 98k$ and $\sim 19k$ frames for training and testing respectively. Since there are sequences where the person is walking out of the frame, we employ the YOLO object detector [42] to exclude frames where the confidence level of detecting a person is less than $1/2$.

a) Qualitative Results: Examples of synthesized sequences are shown in Fig. 8. We randomly pick a subsequence of 17 frames from the dataset of videos and treat it as one video clip. We use the first frame as input and compute the center of the bounding box of each frame to get the stroke sequence. The system predicts the following 16 frames. In order to demonstrate that the output of our network is
controllable through the motion stroke sequence, we test it with varying input stroke sequences $S$ while keeping the initial frame $I_0$ fixed. Examples of these tests are shown in Fig. 8 for the KTH dataset [39]. The stroke sequence in each row is taken from a different video in the test set and applied to the image in column one. We can see that given the same input image, different stroke sequences yield a different video. It turns out that the intervals between two stroke points encode the information of the motion. Denser stroke sequences are translated into walking motion and stroke sequences with large intervals correspond to running motion. Between these two stroke sequence types is the jogging motion. We also observe that the generated frames follow the position of the stroke points. Furthermore, if the pose of a person in the input image resembles a running posture, but the stroke sequence describes a walking motion, the system generates a realistic and smooth change from running to walking, instead of jumping directly to a walking pose. The generated video clips are shown in the supplemental material.

b) Long Sequences: Since our system is generating images recurrently frame by frame, we are not bound by the length of videos seen during training. In Fig. 9 we test with longer stroke sequences of 24 keypoints, yielding 24 synthesized frames. Even though we trained with videos to predict 16 frames, this experiment shows that at test time we can generate longer sequences and maintain the sharpness. We speculate that if the system is trained with longer sequences, then it could generate even more high quality frames.

c) Qualitative Comparison: There are also many video prediction methods requiring multiple frames as input. We take the recent work from Denton et al. [15] and compare with them. Since they require 10 frames as input, we take their 10th frame as our input. The figures are shown in the supplemental material. We observe that our result with only one image is comparable to Denton et al. [15] with 10 frames as input. We also compare to Li et al. [21] who, as in our method, require only one image as input, but instead of a motion stroke sequence they provide a noise vector as second input, which makes their method not directly controllable. They predict a fixed number of 16 frames. Fig. 10 shows that we generate images with a quality similar to that of Li et al. [21]. In the same figure we also compare with the concurrent work of Endo et al. [23].

d) Quantitative Analysis: We perform a motion statistics evaluation on the generated sequences, and use the Learned Perceptual Image Patch Similarity (LPIPS) [44] as Li et al. [21] do, to test the realism of the generated images. Since video prediction in our and the compared work is non-deterministic, evaluation using a pixel-wise metric is not meaningful. Instead, we compute motion and object detection statistics on generated as well as ground-truth KTH sequences independently. We extract the pose joints in consecutive images using the convolutional pose machine [26] and measure the mean and standard deviation of the Euclidean distance between corresponding joints. In Table I, lower numbers represent a smoother trajectory of detected pose joints, meaning that the pose detection is benefitting from a better image quality. The pose is only evaluated on the subset of frames where a person is detected, and the fraction of these is listed in the last column. The detection rate on the ground truth is 100% since we train and test only on frames where a person is detected.
Table I shows that we outperform in all motion categories except running and have the highest object detection rate. Furthermore, we evaluate the LPIPS [44] perceptual metric for 16 predicted frames. We re-train the publicly available code of Li et al. [21] and Denton et al. [21] on our data. We achieve 0.09, which is the best score compared to [21] (0.14) and [15] (0.11).

### TABLE I: Pose smoothness on generated KTH sequences.

<table>
<thead>
<tr>
<th>Walking</th>
<th>Jogging</th>
<th>Running</th>
<th>Det.</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>std</td>
<td>mean</td>
<td>std</td>
</tr>
<tr>
<td>Denton et al. [15]</td>
<td>7.5</td>
<td>10.0</td>
<td>9.9</td>
</tr>
<tr>
<td>Li et al. [21]</td>
<td>7.4</td>
<td>9.1</td>
<td>10.1</td>
</tr>
<tr>
<td>Ours</td>
<td>7.2</td>
<td>7.7</td>
<td>8.2</td>
</tr>
<tr>
<td>Ground truth</td>
<td>4.3</td>
<td>5.7</td>
<td>5.3</td>
</tr>
</tbody>
</table>

Table I shows that we outperform in all motion categories except running and have the highest object detection rate. Furthermore, we evaluate the LPIPS [44] perceptual metric for 16 predicted frames. We re-train the publicly available code of Li et al. [21] and Denton et al. [21] on our data. We achieve 0.09, which is the best score compared to [21] (0.14) and [15] (0.11).

### E. Weizmann

We further train our system on the Weizmann institute dataset [40] with motion types walking, running, jumping, galloping, bending and skipping, and $64 \times 64$ pixels images.
In this paper, we propose a novel method to synthesize a video clip from one single image and a motion stroke sequence. Our method is based on a recurrent architecture and is capable of generating videos by predicting the next frame given the previous one. The way we formulate the problem allows us to explicitly describe the state of the system and apply a novel training scheme for RNNs that eliminates the need for the costly back-propagation through time. Hence, our system can be trained efficiently and still generate videos of arbitrary length. We demonstrate this on several real datasets with rigid as well as non-rigid motion and find that it can animate images realistically. The model is able to generalize on in-distribution motion trajectories while the rendering quality degrades for out-of-distribution motion trajectories. We believe that this limitation could be addressed by collecting and training on more data. Moreover, to increase the range of its applications, the model could be extended to the generation of a moving background. In this regard, our work is a first fundamental building block towards this more general setting, which we leave for future work.
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